
Summary: 
BERT model performed the best, with 99+% accuracy and 
0.99+ F1 scores on test data.

Next Steps: 
● Fine-tuning hyperparameters.
● Evaluate our algorithms on CLINC150.
● Build models for joint intent detection and slot filling.
● Deploy the models in chatbot.
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Problem and Motivation
Motivation: Intent detection is a highly needed service 
spanning numerous industries. AI-powered task-oriented 
dialog systems can automate customer service by 
classifying 
requests from emails, social media, or texts into categories 
such as "Bug Report", "Question", and "Purchase", thus 
boosting business productivity.

Problem: This project aims to classify intents using 
machine learning and deep learning. The input to our 
algorithm is a sentence indicating a user command. Our 
models then output a predicted intent label. 

Solution: Naive Bayes, Softmax Regression, SVM, Bi-LSTM, 
and BERT.

Data and Input Pipeline

Dataset:
● SNIPS contains day-to-day commands like “get weather” 

and “play music”, with 13802 training samples and 699 
test samples. 7 user intents.

● Kaggle ATIS}: English air travel queries such as “airfare” 
and “ground service”. 4977 training examples and 893 
test examples, which belong to 8 intents.

Input pipeline:
● Converted raw data files into input-output pairs.
● Removed punctuation, turned sentences into lowercase
● Tokenized each input.
● Split data into 95% (training) and 5% (validation)

○ SNIPS: 13112 in training set and 690 in validation 
set

○ ATIS: 4728 in training set and 249 in validation set

Features: 
● Bag of Words: Feature vector representing occurrences 

of words in a dictionary.
● Pre-trained neural embeddings:  GloVe and  BERT.

Models, cont.

LSTM (Long Short-Term Memory)
● A model for  processing sequences of data;
● Based on the recurrent neural network (RNN): The 

hidden state at the previous timestep, along with the 
new input at the current timestep, can influence the 
current hidden state;

● LSTM has a cell memory with three gates (forget gate, 
input gate, and output gate), to preserve information 
over long sequences;

● Used Bidirectional LSTM (Bi-LSTM), which involved 
two LSTM models trained in opposite directions so 
that more context is provided. 
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BERT (Bidirectional Encoder Representations 
From Transformers)

● Encoder use Transformer architecture, outputting a 
768 dimensional embedding for each input sentence.

● A fully connected layer and a softmax layer followed 
the encoder.

● Pre-trained on a large corpus and fine-tuned on ATIS 
and SNIPS.
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SVM (Support Vector Machine)
● Fits the data through maximizing the margin of 

separation between different classes
● Inference:
● Optimization objective: 

● Used multi-class variant of SVM where a model is 
created to distinguish every pair of two classes

Naive Bayes (Multinomial event model)

Discussion

  Figure 1. Confusion matrix for BERT (left) and LSTM (right).

  Table 1. Examples in the SNIPS dataset.

● BERT performed the best, with 99+% accuracy and 0.99+ 
F1 scores. Its Transformer architecture had the attention 
mechanism, which allowed it to identify important parts 
of the text (even those far away), which resulted in 
informed classifications.

● Softmax Regression with Bag of Words feature extraction, 
a much simpler model, came pretty close in 
performance. It performed better than Bi-LSTM, a 
complex deep learning model. Other algorithms like 
Naive Bayes and SVMs also had great performance 
despite their simplicity..

● Fine-tuning the BERT model leads to a better outcome 
than combining a fixed pre-trained BERT or GloVe 
encoder with a classifier. It is because  the distribution of 
words in the pre-trained English corpora and in our 
intent datasets are different (the ATIS and SNIPS 
examples only belong to limited domains). Therefore, the 
fine-tuning process updates the weights in BERT 
encoder to adapt better to our training sets.

  Table 2. Performance comparison of different models
(upper: SNIPS, lower: ATIS)

  Figure 2. Accuracies (left) and Losses (right) on training set (blue) and 
validation set (orange) when Training Bi-LSTM.

Naive Bayes (Bernoulli event model)

Softmax Regression
● A generalization of the Logistic Regression algorithm 

for multi-class datasets

●   Inference: 

●   Training: 


